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Model Selection Dilemma
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Figure 1: Model Selection Dilemma.

» What mortality model is likely to perform best?
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Different Mortality Models

» Multiple mortality models capture different features of death rates
such as trends, linearity, non-linearity, curvature, and cohort

effects.
Model  Predictor (7)) Parameters
LC ay + Bx 2n, + ny
RH Qi +5(1 1)+Bx Ye 3n,+n, +np
APC (XX+H£)+’)'C na +ny, + np
CBD + (x — x)ngz) 2n,
M7 + (X — X)K(2) + ((x — >_<)2 & ) @) + e 3n, + np
Plat o+ 60 4+ (% = )P + (x = )T 44, N, +3n, + np

Table 1: Generalized Age-Period-Cohort (GAPC) mortality models. Here, year
of birth is ¢ =t — x, ns is a number of ages and n, is a number of years. The
functions ﬂ)((i), Qx, ngi), and . are age, period and cohort effects respectively

with X being the mean age over the range of ages being used in the analysis, 52

is the mean value of (x — X)%.

» Better methods are needed.
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Model Combination
» Simple Model Averaging (Shang 2012), Bayesian Model Averaging
(Kontis et al. 2017), Model Confidence Set (Shang and Haberman
2018).

» Model combination formulation:

In (ﬁ(X, t+ h))comb = Z Wm In (ﬁm(X7 t+ h)) .

m=1
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Stacking Ensemble Techniques

» Stacking ensemble combines point predictions from multiple
models using the weights that optimise a cross-validation criterion
(Wolpert 1992).

» The stacking ensemble has been successfully applied and improved
the predictive accuracy on a wide range of problems:

1. Forecasting global energy consumption (Khairalla et al. 2018).
2. Credit risk assessment (Doumpos and Zopounidis 2007).
3. Financial time series data sets (Ma and Dai 2016).

» Most winning teams in data science competitions have been using the
stacked regression ensemble (Sill et al. 2009; Puurula, Read, and
Bifet 2014; Makridakis, Spiliotis, and Assimakopoulos 2019).
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This Presentation is About ...

» Propose a new approach of estimating the optimal weights for
combining multiple mortality models using stacked regression
ensemble framework (Wolpert 1992).

1. Concurrently solve the problem of model selection and
estimation of the model combination to improve model
predictions (Sridhar, Seagrave, and Bartlett 1996).

2. Tackle the model list miss-specification limitation associated
with the BMA approach (Yao et al. 2017).

3. Assigns weights to the individual mortality models by
minimising the cross-validation criterion.

> Develops the mortality model combination that is dependent on the
forecasting horizon (SriDaran et al. 2021; Rabbi and Mazzuco
2018).
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Stacked Regression Ensemble
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Figure 2: Stacked regression ensemble framework when forecasting three-year
ahead mortality rates. The framework can be generalized for predicting mortality
rates in any forecast horizon by varying the width of the testing data in red.
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Meta-learners

» Non-negative Least Square Regression (Breiman 2004; Naimi and

Balzer 2018):

N M 2
w”(h) = argmin Z (y,-h - Z W,,,(h)z,-’,’n> , wm(h) > 0.
1 m=1

w(h)

i=

> Ridge Regression (Leblanc et al. 2016):

w'(h) = arv%min Z (y,-h — Z Wm(h)zi’/ln> + )\Z w,%,(h).

(h i=1 m=1

> Lasso Regression (Gunes, Wolfinger, and Tan 2017):

N

M 2 M
w”(h) = argmin Z (y,-h — Z Wm(h)zi}r,n> + )\Z |wim(h)].

w(h)
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Combination Weights for Mortality Models

» Human Mortality Database: England and Wales, Males and Females.
» Training set: 1960 to 1990, Test set: 1991 to 2015, and ages 50 — 89.
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Figure 3: Horizon-specific optimal combining weights learned using different
meta-learners for England and Wales males mortality data from 1960 to 1990
and ages 50 to 89.
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Performance of Stacked Regression Ensemble
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Figure 4: MSEs of the one-step-ahead to 15-step-ahead mortality rate forecasts
using different mortality methods and forecast horizons for England and Wales
male and female mortality data.
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Stacked Regression Ensemble in Different Countries
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Figure 5: Heat maps showing the average ranks of mortality models across
different countries for males and females.
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Conclusion

>

>

Using 44 populations from the Human Mortality Database, stacking
mortality models increases predictive accuracy.

Stacked regression (SR) achieved an average accuracy of 13% — 49%
and 20% — 90% over the individual mortality models for males and
females.

SR also achieved better predictive accuracy than other model
combination methods.

The weights for combining the individual mortality models vary
depending on the meta-learner, forecasting horizon, country, and
gender.

Estimating weights or choosing the individual mortality models via
cross-validation proves to be a crucial step.

Our results confirm the superiority of SR over the individual and other
model combination methods in forecasting the mortality rates.
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CoMoMo R Package

1. Install the CoMoMo package

devtools: :install_github("amvillegas/StMolMo",
ref = "GrouplLasso", force = TRUE)
devtools::install_github("kessysalvatory/CoMoMo")

2. Download the mortality data

library(demography); library(StMoMo)

MorData <- hmd.mx(country = 'GBRTENW', username = username,
password = password)

DataStMoMo <- StMoMoData(MorData, "male')

agesFit <- 50:89; yearsFit <- 1960:1990

nAg <- length(agesFit); nYr <- length(yearsFit)

3. Define the mortality models

LC <- 1c(); APC <- apc(); CBD <- cbd(link = "log")

M7 <- m7(link = "log"); PLAT <- plat()

RH <- rh(approxConst = TRUE)

models <- list("LC" = LC, "RH" = RH, "APC"
"CBD" = CBD, "M7" = M7, "PLAT"

APC,
PLAT)
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CoMoMo R Package

4. Generate the metadata

library(CoMoMo)
metaData <- stackMetadata(models, data = DataStMoMo,
ages.fit = agesFit, years.fit = yearsFit, h = 15)

5. Compute the weights

stack_nnls_weight <- stack(metaData, metalearner = "nnls")

plot(stack_nnls_weight)
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CoMoMo R Package

> Bayesian Model Averaging (BMA)

bma_weight_cv <- bma(models, data = DataStMoMo,
ages.fit = agesFit, years.fit = yearsFit,
h = 15, method = "cv"

» Model Confidence Set (MCS)

mcs_weight_cv <- mcs(models, data = DataStMoMo,
ages.fit = agesFit, years.fit = yearsFit,
h = 15, method = "cv"

6. Fit the mortality models

modelFits <- fitCoMoMo(models, data = DataStMoMo,
ages.fit = agesFit, years.fit = yearsFit)

7. Combine the fitted mortality models and combination weights.

modcomb <- CoMoMo(modelFits, weight = stack_nnls_weight)
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CoMoMo R Package

8. Forecast the mortality rates

mortalityForecast <- forecast(modcomb, h = 15)

#it
#i#
#i#
##
##
#i#t
##
#i#
##
##

# A tibble: 600 x 5

ages year h

<int> <dbl> <dbl>
1 50 1991 1
2 50 1992 2
3 50 1993 3
4 50 1994 4
5 50 1995 5
6 50 1996 6
# . with 594 more

model
<chr>
comb
comb
comb
comb
comb
comb
rows

O O O O O o

rate
<dbl>

.00483
.00484
.00484
.00483
.00485
.00483
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