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Variable annuity valuation dynamic hedging and its
drawbacks

Dynamic hedging is a popular approach to mitigate the �nancial risk, but·

It requires calculating the dollar Deltas of a portfolio of variable annuity policies
within a short time interval.

The value of the guarantees cannot be determined by closed-form formula.

The Monte Carlo simulation model is time-consuming.
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Metamodeling
Metamodeling has been applied to address the computational problems arising from
valuation of variable annuity portfolios.

·

Select a small number of representative VA policies.

Use Monte Carlo simulation to calculate the fair market values of the representative
policies.

Build a predictive model, called a metamodel, based on the representative policies
and their fair market values.

Use the predictive model to estimate the fair market value for every VA policy in the
portfolio.

-

-

-

-

3/23



Tree-based models and its advantages
 can be broadly described by:

Advantages:

· Tree-based models

repeatedly partitioning the space of the explanatory variables and thereby creating a
tree structure for predicting the response variable.

-

·

Nonparametric approach - distribution free

Partially solve multicollinearity

Detect non-linear e�ects and interactions among the explanatory variables

Interpret by visualizing the tree structure

Variable selection by assessing the relative importance

Robust to the outliers and handle missing data in a natural way

Less data preparation
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VA data - continuous
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VA data - categorical
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Possible drawbacks in CART
The CART algorithm employs recursive binary partition.·

Over�tting

Bias in variable selection especially when the explanatory variables present many
possible splits or missing values.
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Conditional Inference Trees
Unbiased recursive binary splitting·

Apply statistical permutation test to determine if there is any dependency between
the response variable and the explanatory variables.

Find the most signi�cant (strongest association) explanatory variable to perform the
split.
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Hyperparameter Optimization
Grid Search

Random Search

Automatic Hyperparameter Optimization

·

·

·

Bayesian optimization: models generalization performance as a sample from a
Gaussian Process (GP) and creates a regression model to formalize the relationship
between the model performance and the model hyperparameters.
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CART tree
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Conditional inference trees
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Variable importance - recursive binary splitting
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Variable importance - unbiased recursive binary
splitting
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Computational expenses - tree-based models are
efficient
MODEL COMPUTATIONTIME

Regression tree (CART) 0.13 secs

Bagged trees 2.70 secs

Gradient boosting 4.69 secs

Conditional inference trees 0.25 secs

Conditional random forests 1214.72 secs

Ordinary Kriging 277.49 secs

GB2 23.44 secs
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Prediction accuracy - blue (good) vs red (bad)
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Scatter plot - prediction vs actual
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Lift curve - prediction performance used in insurance
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Summary
Tree-based models are generally e�cient.

Boosting performs best with respect to prediction accuracy.

Variable importance for risk identi�cation.
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Q&A
Thank you for your attention!
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Appendix A: Prediction accuracy measures
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Appendix B: Variable annuities provide guaranteed
appreciation of the benefits base
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