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Luca Baldassarre - Lead Data Scientist
Advanced Analytics Centre of Expertise

What | do: “/ work with data scientists and
business stakeholders to ensure Al is used and
governed appropriately, and models are
rigorously tested before deployed.”

Luca’s Profile

16 years experience in data science, ML & Al; PhD, 2 PostDocs, AgTech
Startup, re/insurance

Current focus on Analytics Governance: establishing a company-wide Al
governance framework that includes rigorous model validation and
transparency and fairness assessments

Key Learning Takeaway from Current Role: Without proper governance
model risks can cause serious harms

How do | spend time outside of work: with family and trail running
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VWhat's happening
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Al is (finally) bringing value at scale across the insurance value chain
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Amazon built an Al tool to hire people but had to shut it down

because it was discriminating against women

Computer programs used in 46 states
incorrectly label Black defendants as
“high-risk” at twice the rate as white
defendants

Natalia Mesa
Neuroscience
Ove r 5 0 % University of Washington

say that their
organizations have
adopted Al in at

Women less ly to be shown ads for
high-paid jobs on Google, study shows

Automated testing and analysis of company’s advertising system

1 reveals male job seekers are shown far more adverts for high-
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Al governance — the regulatory landscape is quickly evolving (non exhaustive)

Principles
»
Oct 2016 US NSTC Preparing —
for the future of Al
=
Jan2012 => |\/|ay 2016 => |\/|ay2018 l\/lay 20190ECD
GDPR EU released => adopted => inforced AR (i
rrincipies onwAl
Apr 2019
EU Ethics draft guidelines
for taustWworthy Al

Jan 2019 Singapore
IMDA Model Al Governance
Framework X .

Jan 2018 China Al
standardisation white paper

. -
. -

March 2019 Japan
Social Prlndpleé of
Human-Centric Al

Nov 201 8 Singapore

FEAT Principles

6 Swiss Re

Jun 2019 China

? .

Guidance Regulation proposal

Jan 2021 US National Artificial .
Intelligence Initiative Act promulgated !

Mar 2021 US FTC quidelines on
truth, fairnqss, and equity in Al

Jan 2020 Berkman Klein Center review

of existing sets of Al principles

L

. ’,.“ Wlon
. Proposal for a Regulation laying down

. b harmonized rules on Al - includes fines of up to
6% of a company’s annual revenues for

noncompliance

-

May 2020 US federal data strateqgy released .
Apr 2022 EU Digital

Services Act package

Feb 2022 EU
Data Act

Mar 2022 China
guidelines on algorithmic

Sep2021 China Guidance
recommender systems

ethical dev & use of Al

Governance Principles for the

New Generation Al

Nov#2019 Australia
Al Ethics Framework

. Mar 2021 Korea Financial Services

Commission announces a new policy
framework on insurance business

Feb 2022 Singapore
MAS Veritas Phase?2
FEAT whitepapers

Nov 2020 Singapore MAS
Veritas Phase1 Fairness

papers

Nov 2019 Hong Kong
HKMA High-level Al Principles

Apr 2021 Hong Kong
The State of Ethical Al

whitepaper



https://www.imda.gov.sg/news-and-events/Media-Room/Media-Releases/2019/singapore-releases-asias-first-model-ai-governance-framework
https://www8.cao.go.jp/cstp/stmain/aisocialprinciples.pdf
https://www8.cao.go.jp/cstp/stmain/aisocialprinciples.pdf
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://www.chinadaily.com.cn/a/201906/17/WS5d07486ba3103dbf14328ab7.html
https://www.chinadaily.com.cn/a/201906/17/WS5d07486ba3103dbf14328ab7.html
https://www.hkma.gov.hk/media/eng/doc/key-information/guidelines-and-circular/2019/20191101e1.pdf
https://www.hkma.gov.hk/media/eng/doc/key-information/guidelines-and-circular/2019/20191101e1.pdf
https://www.csiro.au/en/research/technology-space/ai/ai-ethics-framework
https://www.csiro.au/en/research/technology-space/ai/ai-ethics-framework
https://www.ftc.gov/business-guidance/blog/2021/04/aiming-truth-fairness-equity-your-companys-use-ai
http://www.hkdss.org/images/state_of_ethical_ai_hkdss.pdf
http://www.hkdss.org/images/state_of_ethical_ai_hkdss.pdf
https://www.fsc.go.kr/eng/pr010101/75469
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52021PC0206&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52021PC0206&from=EN
https://cyber.harvard.edu/publication/2020/principled-ai
https://www.congress.gov/bill/116th-congress/house-bill/6216
https://obamawhitehouse.archives.gov/sites/default/files/whitehouse_files/microsites/ostp/NSTC/preparing_for_the_future_of_ai.pdf
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-excerpts-chinas-white-paper-artificial-intelligence-standardization/
https://strategy.data.gov/action-plan/
https://digichina.stanford.edu/work/translation-internet-information-service-algorithmic-recommendation-management-provisions-effective-march-1-2022/
https://www.mas.gov.sg/news/media-releases/2021/veritas-initiative-addresses-implementation-challenges
https://www.mas.gov.sg/news/media-releases/2022/mas-led-industry-consortium-publishes-assessment-methodologies-for-responsible-use-of-ai-by-financial-institutions
http://www.most.gov.cn/kjbgz/202109/t20210926_177063.html
https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
mailto:https://en.wikipedia.org/wiki/Data_Act_(European_Union)%23:~:text=The%20Data%20Act%20is%20a%20European%20Union%20legislative,proposal%20was%20formally%20issued%20on%2023%20February%202022.
mailto:https://en.wikipedia.org/wiki/Data_Act_(European_Union)%23:~:text=The%20Data%20Act%20is%20a%20European%20Union%20legislative,proposal%20was%20formally%20issued%20on%2023%20February%202022.
https://en.wikipedia.org/wiki/General_Data_Protection_Regulation
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_Digital respon3|b|I|ty T3 crltlcal to the success of an insurer’s dlgltal strategy and
Its rlsk assessment W|II be expected by regulators ’

. Customers are increasingly unwilling to share data without transparent explanations
* Governments and regulators are defining digital ethics requirements

 The opportunities that come with investments in.data analytics and Al carry also important risks

Risks (not only ethical) : | 3 R ol Costs of implementing" an Al governance framework

+ data risks - issues associated with the collection of (large) * Financial investment in people and tools to develop and

datasets and their use (privacy and confidentiality) , A maintain framework
« algorithm risks - issues arising from how algorithms ; *  Upskilling product owners, users, and developers to properly

recommend or make decisions (bias and discrimination) . identify and address risks .
. compliance risks — non-compliance with existing and Increased procedural overhead to create accountability and

upcoming laws and regulation enforce guidelines e
' : « Change management friction




Trade-off #1

Get ready now or wait
and see how regulation
will be shaped?

VWhich model risks can
vou keep ignoring?

6 Swiss Re
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Veritas Fairness Assessment Methodology — Key Concepts

Personal Attributes (Unintentional) bias kos
Veritas Document 3A
. N . R . ; 3 ) FEAT Fairness
Attributes about individuals considered sensitive Systematic disadvantage FSl is not aware of, Principles Assessment
enough to require justification for use as the « coming from data, model or how they are used. MEhoBORYY
basis of decisions. - Example:, Ne.W product designed to be
delivered only online could exclude customers ..'
Example. person's ethnicity or gender : " | ./ess o’ig LSSt ,
» - . P
. - 5 .
o :
Fairness Objective Fairness Metric _ .
i D . g P O
» - . . Hll ii-i : : e
. . What the FSI must achieve to meet its fairness ¥ A Mathematical definition of fairness objective. - ‘ &

principles forgnyaiRA System Example: Equal Opportunity or False Negative | e ok '-
Example: Males and females have same . - | Rate Balance L b i
opportunity to get a loan. Al e BT

- . . " l II .—!- 2 I 2 L

. h ° R3S * 3. i



https://www.mas.gov.sg/-/media/MAS-Media-Library/news/media-releases/2022/Veritas-Document-3A---FEAT-Fairness-Principles-Assessment-Methodology.pdf

(Unintentional) Bias - Types & Mitigation: Examples :

AIDA System
Development
Lifecycle

Define System

. Prepare Input
Context & Design

data

Where Exclusion Bias R R
Measurable and Bias

Cognitive Bias
can enter

Aggregation Bias Deployment Bias

Confirmation Bias Proxy Bias Pre—prqcessmg EvaIL.Jatlon
Bias Bias

Human judgement is

involved at every step of

algorithm development! Availability Bias

Historical
Bias

Decision fatigue " Social norms

Example of .Exclusiqn Bias: « ! Representation Bias: Aggregation Bias:
o Measurable Bias New product designed to be . Women under-represented in the New to bank customers and
. delivered only online could dataset of customers with car loans long-time customers included
: . exclude customers with less to be used as model development in same model to predict fraud
digital Iiteragy dataset risk
* . v °
*Example Mitigation Includeralternative channel to Upweight women in the Build separate models or post-
bnline * develdpment dataset processing calibration
\ S mitigation



Fairness Objectives and Fairness Metrics

Group VS Individual
Fairness - Fairness
Population groups are defined, and the outcomes The notion of similarity in outcomes for similar
between groups compared. individuals is defined, and outcomes between similar

pairs of individuals compared.

v More common practice today to X Assessing fairness at too granular a level may be too
assess fairness at group level complex to execute and can be limited by the
collected features, privacy aspects or consent
% need to be aware that compound effects may exist at provided by individuals

the intersection of the attributes of certain groups

. L e
(e.g., gender, ethnicity, disabilities, etc.) Currently no standard definition of ‘similarity of

outcomes’ — thus subjective.

+» a prioritized selection of at-risk groups is
recommended in consultation with stakeholders

15



Fairness Objectives and Fairness Metrics

FAIRNESS TREE
(Zoomed in)

Are your interventions

punitive or assistive?

Punitive
(could hurt individuals)

Assigtiva
(will help individuals)

Among which group are you
mos! concermned with ensuring
predictive equity?

Everyone without regard
for actual outcome

FP/GS Parity

# Faise Positives
Group Size

Intarvention
NOT warranted

People for whom
Intervention is laken

v

FPR Parity

FDR Parity

Faise Discovery Rato

False Positive Rate

Source: http://www.datasciencepublicpolicy.org/our-work/tools-guides/aequitas/

Can you intervene with
most people with need
or only a small fraction?

Small Fraction Most People

Among which group are you
most concerned with ensuring
predictive equity?

Everyone without
rogard for actual need

People NOT
recelving assistance

FOR Parity

Trus Positive Rats
or Sensitivity

False Omission Rate

# False Negallves

Group Size

False Neogative Rate


http://www.datasciencepublicpolicy.org/our-work/tools-guides/aequitas/

Fairness Methodology — Checklist mapped to AIDA development lifecycle

13 Fairness specific questions® (FO-F12) embedded into a typical AIDA Development lifecycle + 4 general questions** (Gb, G7-9) to be applied to each
use cases per proportionality

Typical AIDA System Development Lifecycle

n " 1 2 3 4
?Fou"dat'gt“aar:d:‘:"dcst'ces and | Define System Context & Design Prepare Input data Build & Validate Deploy & Monitor

v v v v v
Part A: Describe system objectives and Part E: Examine system monitoring
context & review

Part D: Justify the use of personal
attributes Part C: Measure disadvantage

Part B(i): Examine data for bias Part B(ii): Examine models

*Based on fairness risk of the AIDA System, the FSI can decide all or a subset
**General Questions means relevant for all FEAT principles and should be included in assessments of each principle

17



Trade-off #2

How to balance the
assessment’'s completeness
and its adoption?

6 SwissRe Luca Baldassarre - Lead Data Scientist | IDS 2023 | Swiss Re



Fairness assessment methodology applied to predictive underwriting use case

Data Collection Predictive Model UW Journey

Guaranteed ros

Demographic Data . Issue Offer

Veritas Document 4

Simplified
Issue Offer

O

Good evaluation

Underwriting Data Lower Risk
Validate risk labels & Risk =
machine learning Evaluation Algorithm ab u
Policy/Claims Data algorithm with & UW Journey - oy Underwriting

Underwriters Thresholds

Low evaluation
Higher Risk

Alternative Data
(if available & with informed consent)

GIO/SIO eligible from
6 3 /0 existing customers with

el
E !
no price loading @& Q,;gli: aﬂ%lh

@ Swiss Re 20


https://www.mas.gov.sg/-/media/MAS-Media-Library/news/media-releases/2022/Veritas-Document-4---FEAT-Principles-Assessment-Case-Studies.pdf

Fairness assessment methodology applied to predictive underwriting use case

* False Negative Rate Ratio was chosen as the most
appropriate fairness metric:
* For the eligible population (those that should get
simplified underwriting) the rate of false negatives

Fairness
Objective:

Commercial
Objective:

Commercial

Single Threshold Threshold Objective:

Threshold Male Female Balanced Accuracy Precision FNR Ratio
(those that aren’t offered simplified underwriting) T R = % s
does not differ by over 20% among subgroups X
] . . Single threshold for max 054 NA NA 156
Gender & Ethnicity were selected for this particular Hlanid scowion
use case for fairness assessment ¢
- . . . . . . Split threshold fod max NA 054 0.59 14
For Ethnicity — the fairness metric is within the defined balanoed mocurcy
threshold *
Split threshold for max NA 0.48 059 118

For Gender - post-processing mitigation of split
gender thresholds bring the fairness metric within the
acceptable threshold, while meeting the primary
commercial objectives, i.e., when optimizing gender
fairness, the model’s balanced accuracy drops slightly,
but is still above the minimum required.

balanced accuracy
constraining for falrness

. Within Threshold Range

. Outside Threshold Range

21



Trade-off #3

How to balance the model's
financial pertformance and its
fairness?




Focus on
Transparency
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Did you Know ?

41%
of consumers believe

Al will improve their
lives in some way

- s (Source: Strategy Analytics)

@ Swis.s Re

33%
of consumers think

they're using tech
that features Al

(Source: Pega)

In reality,
717%
already uses an Al-
powered service

(Source: Pega)

Luca Baldassarre - Lead Data Scientist | IDS 2023 | Swiss Ré
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A disturbing, viral Twitter thread reveals how Al-powered insurance
can go wrong

Lemonade tweeted about what it means to be an Al-first insurance company. It
left a sour taste in many customers’ mouths.

By Sara Morrison | May 27, 2021, 1:30pm EDT

6 Swiss

S @GrowthLik

I like growth stocks

Replying to @EigenegikE @Lincoins_Finger and @Lemonade_Inc
Like These?

Lemonade is built on a digital

@Lemonade_Inc

substrate - we use bots and machine
learning to make insurance instant,
seamless, and delightful.

This puts us at a data advantage—in
Lemonaoe @

@Lemonade_Inc

This ultimately helps us lower our loss

ratios (aka, how much we pay out in e
claims vs. how much we take in), and
our overall operating costs.

In Q1 2017, our loss ratio was 368%
5:03 PM - May 26, 2021

QO 101

Q 5

&’ Copy link to Tweet

Lemonade ® @Lomonade_Inc 1T

A typical homeowners policy form has 20~
40 fields (name, address, bday...), so
traditional insurers collect 20-40 data
points per user,

Al Maya asks just 13 Q's but collects over
1,600 data points, producing nuanced
profiles of our users and remarkably
predictive insights. (2/7)

Q) 1m0 tiw O

Lemonade ® @Lemonade_Inc 1T
Antwart an @Lemonade_Inc

Something else that’s friggin terrible: our
mistake! That 71% reflects the removal of
the impact of catastrophes in Q1 21, as
noted in our Q1 shareholder letter. This

..... Sosobiom b

®

Lemonade & . 4
@Lemonade_Inc

So, we deleted this awful thread which caused more
confusion than anything else.

TL;DR: We do not use, and we're not trying to build Al that
uses physical or personal features to deny claims
(phrenology/physiognomy) (1/4)

4:45 PM - May 26, 2021 ©)

Q 307 © 3712 (& Copy linkto Tweet

Luca Baldassarre - Lead Data Scientist | IDS 2023 | Swiss Re
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Different flavours of transparency to address specific concerns

External

Facing off to those
impacted by AIDA
decisions

Transparency

Broad communication on AIDA
usage (proactive)

Specific communication on

Feeds into

A

individual decisions (reactive)

“Model cards”: metadata on
individual AIDA systems (e.g.,
scope, use case, training data)

Explanation approaches to

Internal

Essential input for
external transparency
AND building trust /
confidence within Fl and
with regulator

6 Swiss Re

understand how/why AIDA
models make decisions

Counter-factual explanations to
provide actionable guidance on
engagement and redress
opportunities

Luca Baldassarre - Lead Data Scientist | IDS 2023 | Swiss Re
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Counterfactual examples and explanations

If Andrea’s application is rejected, how can she improve her outcomes for the future?
Need to provide actionable information on what she can change.

Model's decision boundary

Desired class:
Cover approved

Original class:
Cover rejected

VLower sum insured by $1000

O

Original input

‘ Counterfactual examples

6‘ Swiss Re Luca Baldassarre - Lead Data Scientist | IDS 2023 | Swiss Re
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Counterfactual examples and explanations

If Andrea’s application is rejected, how can she improve her outcomes for the future?
Need to provide actionable information on what she can change.

Model's decision boundary

Desired class:
Cover approved

Original class:
Cover rejected

VTake emergency driving course

O

Original input

‘ Counterfactual examples

6‘ Swiss Re Luca Baldassarre - Lead Data Scientist | IDS 2023 | Swiss Re
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Recourse frameworks must satisfy a set of principles

©) 'y

1

Validity Actionability Proximity

Will this suggestion change Can the user follow up on Is this the smallest change
the outcome? - reduce your  the suggestion? = Increase possible? = reduce miles

sum insured by 50$! your age by 5 years! travelled per year by 10k!

Sparsity - Privacy
Is the user forced t ange  Will this suggestion |

ange car, customer data?

pr




Trade-off #4

How to provide external

explanations"
avoiding leaki

property or m

6 Swiss Re

0 bui
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d trust while

tellectual

aking it easier to
game the system?



Al Governance




~

\Advanced Analytlcs come with new challenges to be addressed across the .
entire analytlcs I|fecycle from scoplng development deployment to monltorlng

The proliferation of advanced analytics actlwtles creates addltlonal nsks to o S ...heénce the'._'ne'ed for a eoi_nprehensive governance
be mltlgated ‘ = s S S RS e  RR e R SR S 'embedde_dinour'cu'rrentstandalfds&po!icies
S it i CHALLENG-ES_-‘ | S e TR e =
. Lok RN o AR o R . Develop guidelines to facilitate and
Q Regulatory g=pnterndl S ~ monitor responsible use of data &
o I Data 2:(2f) reqmrements Ser 33 ; models » e
; Model reliability, ‘ ~ : :
explainability value & S RS R SRS St ; =
principles {eo =] .: -Create guidance on model design and
et end ,_development to |mprove scalability of
‘@ ~usecases = " _
Model Model
governance AR
roles and reproducibility

()  'Systematize independent reviews of
‘ 1 model components to support
-auditability

responsibilities and scalability

B _J-A Ethics, Non- Consistent

Discrimination monitoring of
& Bias models

\T%%( Assign clear responsibilities and

&Wﬂ accountabilities

Non exhaustive — illustrate our current focus

6 Swiss Re



~

Analytlcs Governance run by our experts .
Ensunng Analyt|os Quality Standards for the. Group through the Advanced Analytlcs Peer Rewew Framework

Ideation . - ‘Development: "~ . Deployment & Use Erei : :
—— — : S —p | ——e 2 Approach&solutlon are fit- for—purpose
2 SR G ' 2 Performance metrics are. weII target
M.'d Pro;_ect VL Data quallty is sufficient
Discussion VER =
~ review learnings to 4. -l\/IodeI assumptlons parameters& 2%
: : : - assess if approach . i ",Ilmltatlons are appropnate Y
Early Project - . remains optimal - .
Discussion : ' .5'. Code is Qf hlgh quality- and WeII documented
roview proposed Geiging - 0.. I\/Iodel has been properly tested &valldated
modelling approach, share R Wn d I ; e
-knowledge from prevrous = . ea y/1or ep ovmen : :
i d i _ ~assessmem 7. ResponS|bIe use of data & models
y : = :
_oil -r-——— =
Data Science Best Practices s ik
Underlying set of principles for data handling, modelling, governance & usage O . - o

Sharing our best practices since 2019


https://insurancedatascience.org/downloads/Zurich2019/Session2/1_Schelldorfer_Juerg_Homepage.pdf

Trade-off #b

How to balance governance,
speed-to-market and costs?

6 SwissRe Luca Baldassarre - Lead Data Scientist | IDS 2023 | Swiss Re



Some ré

O1

Foster awareness as
the topic keeps
increasing in
importance among
&

regulators and civil T
society 4 O 2

Adopt a risk-based

!

! governance, e.g.,
starting from a CoE

;’_
"‘ / approach and pilot

03

Create transparency
on Al/ML use cases

and models, e.g., via
a model catalogue

04

Strengthen best
practices via peer
reviews, onboarding
and community
building activities

05

Listen to all of your
stakeholders and
iterate to refine the
governance
approach to fit your
organization




"Much has been written about Al’'s potential to reflect both the best and
the worst of humanity.

As leaders, it is incumbent on all of us to make sure we are building a
world in which every individual has an opportunity to thrive.”

Andrew Ng

6‘ Swiss Re Luca Baldassarre - Lead Data Scientist | IDS 2023 | Swiss Re 37


https://en.wikipedia.org/wiki/Andrew_Ng

6 Swiss Re Luca Baldassarre - Lead Data Scientist | September 2022 | Swiss Re - Advanced Analytics CoE 38
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Legal notice

©2023 Swiss Re. All rights reserved. You may use this presentation for private or internal purposes but note
that any copyright or other proprietary notices must not be removed. You are not permitted to create any
modifications or derivative works of this presentation, or to use it for commercial or other public purposes,
without the prior written permission of Swiss Re.

The information and opinions contained in the presentation are provided as at the date of the presentation
and may change. Although the information used was taken from reliable sources, Swiss Re does not accept
any responsibility for its accuracy or comprehensiveness or its updating. All liability for the accuracy and
completeness of the information or for any damage or loss resulting from its use is expressly excluded.

6‘ Swiss Re Luca Baldassarre - Lead Data Scientist | IDS 2023 | Swiss Re 40



