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- regression trees Boudabsa and Filipović (2022)
- neural network regression Kohlen et al (2010), Fiore et al. (2018), Cheridito et al. (2020)
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there exist convergence rates
see. e.g., David and Nagaraja (2003) and Zwingmann and Holzmann (2016)
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- Therefore

$$
\begin{array}{cc}
\|\mathbb{E}[Y \mid X]-\hat{f}(X)\|_{L^{2}(\mathbb{P})}^{2} & =\|Y-\hat{f}(X)\|_{L^{2}(\mathbb{P})}^{2}-\mathbb{E}[Y(Y-Z)] \\
L^{2} \text {-approximation error } & \text { can be estimated }
\end{array}
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- $\mathrm{ES}_{\alpha}$ is $L^{2}$ - Lipschitz-continuous: $\left\lvert\, \mathrm{ES}_{\alpha}(f(X))-\mathrm{ES}_{\alpha}\left(\hat{f}(X) \left\lvert\, \leq \frac{1}{1-\alpha}\|f(X)-\hat{f}(X)\|_{L^{2}(\mathbb{P})}\right.\right.\right.$
- Problem: for $\alpha=0.99, \quad \frac{1}{1-\alpha}=100$
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## Guarantees for Numerical Approximations

- Numerical approximation $L=f(X) \approx \hat{L}=\hat{f}(X)$
- Denote

$$
\mathbb{P}_{\alpha}=\frac{1}{1-\alpha} 1_{\left\{L \geq \operatorname{var}_{\alpha}(L)\right\}} \cdot \mathbb{P}, \quad \hat{\mathbb{P}}_{\alpha}=\frac{1}{1-\alpha} 1_{\left\{\hat{L} \geq \operatorname{Var}_{\alpha}(\hat{L})\right\}} \cdot \mathbb{P}
$$

Theorem

$$
\left|\mathrm{ES}_{\alpha}(L)-\mathrm{ES}_{\alpha}(\hat{L})\right| \leq\|L-\hat{L}\|_{L^{2}\left(\mathbb{P}_{\alpha}\right)} \vee\|L-\hat{L}\|_{L^{2}\left(\hat{\mathbb{P}}_{\alpha}\right)}
$$

- We assume $\|L-\hat{L}\|_{L^{2}\left(\mathbb{P}_{\alpha}\right)} \approx\|L-\hat{L}\|_{L^{2}\left(\hat{\mathbb{P}}_{\alpha}\right)}$


## Numerical Results

|  | $\widehat{\mathrm{ES}}_{\alpha}(\hat{L})$ | error | relative error |
| :--- | :---: | :---: | :---: |
| Option Portfolio | 104.6 | $\pm 1.5$ | $\pm 1.4 \%$ |
| Variable Annuity | 142.0 | $\pm 1.7$ | $\pm 1.2 \%$ |

Thank You!

